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Abstract

The proliferation of longitudinal studies has increased the importance of statistical methods for time-to-event data that can incorporate time-dependent covariates. The Cox proportional hazards model is one such method that is widely used. As more extensions of the Cox model with time-dependent covariates are developed, simulations studies will grow in importance as well. An essential starting point for simulation studies of time-to-event models is the ability to produce simulated survival times from a known data generating process. This paper develops a method for the generation of survival times that follow a Cox proportional hazards model with time-dependent covariates. The method presented relies on a simple transformation of random variables generated according to a truncated piecewise exponential distribution, and allows practitioners great flexibility and control over both the number of time-dependent covariates and the number of time periods in the duration of follow-up measurement. Within this framework, an additional argument is suggested that allows researchers to generate time-to-event data in which covariates change at integer-valued steps of the time scale. The purpose of this approach is to produce data for simulation experiments that mimic the types of data structures applied researchers encounter when using longitudinal biomedical data. Validity is assessed in a set of simulation experiments and results indicate that the proposed procedure performs well in producing data that conform to the assumptions of the Cox proportional hazards model.
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1 Introduction

Statistical methods for time-to-event data have long been staples of medical research. Within this class of methods, the proportional hazards model proposed by Cox [1] is certainly among the most important, with a variety of its extensions [2–11] and related diagnostic techniques [3, 7, 11–17] having become standard components of the medical researcher’s toolbox. Largely due to the increasing availability of data from longitudinal studies, which collect measurements of the same units at different time points, one class of extensions that has received a great deal of attention in recent years is the set of models that augment the standard Cox proportional hazards model to include time-dependent covariates [6, 18–20]. In fact, the inclusion of time-dependent covariates within the Cox framework is now commonplace in medical research [21–28]. As such, and as pointed out by Sylvestre and Abrahamowicz [29], researchers engaged in the development of specialized extensions of survival models, and of the Cox model in particular, must be concerned with the inclusion of time-dependent covariates [30–34].

As more new extensions of the Cox model with time-dependent covariates are developed, and as medical researchers encounter as yet undiscovered complications with longitudinal data structures, validation of modelling techniques through simulations will almost certainly be crucial [29, 35]. To be sure, the value of simulations has not been lost on researchers investigating the Cox model, e.g. [34, 36–42]. However, simulation experiments for event history models in general, and for the Cox model with time-dependent covariates in particular, present a unique set of complications with respect to the generation of simulated data.

For simulations within the Cox framework, many have noted the issue of assuming a functional form for the baseline risk [29, 35, 43, 44] and satisfying the proportional hazards assumption within and across units [11]. However, the most difficult conceptual problem arises when one considers the relationship between hazard rates and survival times. Like many time-to-event models, the Cox model is parameterized in terms of the hazard rate, meaning that the relationship between a set of covariates and the hazard rate must be translated into a relationship between that set of covariates and survival times in order to generate an appropriate set of simulated data. In a series of papers, Leemis and colleagues take on this complication directly by demonstrating that
survival times for proportional hazards models can be generated from known distributions via
inversion of the cumulative hazard function [45–47]. In the same vein (but working independently
of Leemis and colleagues), Bender et al. offer a detailed framework for the generation of survival
times that follow a Cox model without time-dependent covariates [43, 48]. However, Sylvestre
and Abrahamowicz argue that Bender et al.’s algorithm cannot easily be extended to the case
of the Cox model with time-dependent covariates because it involves inverting a function of the
cumulative baseline hazard, which is not possible when the changes in the covariates over time are
not described by a parametric function or are not defined over the entire range of the time span
[29]. Sylvestre and Abrahamowicz then describe and evaluate two alternatives for the generation
of survival times conditional on time-dependent covariates (one that uses a permutation algorithm
based on a permutation probability law derived from the Cox model [49, 50], and another that
generates events within follow-up measurement periods using a binomial model) [29]. Austin,
on the other hand, builds directly upon the framework put forth by Bender et al. and Leemis
and colleagues by demonstrating exactly how researchers can extend the method of inverting
the cumulative hazard function to the case of proportional hazards models with time-dependent
covariates. Specifically, Austin provides detailed derivations of the relationships between survival
times generated according to the exponential, Weibull, and Gompertz distributions and a set of
time-fixed covariates and exactly one time-dependent covariate [35].

In short, though applications of the Cox proportional hazards model with time-dependent
covariates are likely to become increasingly important for medical research, the incorporation
of time-dependent covariates remains as a thorny complication to overcome when generating
simulated data that adhere to the assumptions of the Cox model. To date, only a small number
of researchers have put forth procedures for the generation of simulated data that follow a Cox
model with time-dependent covariates [29, 35, 44, 46, 47]. The objective of this paper is to
advance this literature further by presenting another general means of simulating survival times
conditional on time-dependent covariates that follow the assumptions of the Cox model. Like
the methods presented by Sylvestre and Abrahamowicz [29], the procedure proposed here allows
for an arbitrary number of time-dependent covariates of unrestricted functional form. However,
unlike these methods, but similar to the presentation of Austin [35], the data generating process
that produces survival times can be presented in closed form. The expression of the relationship between time-dependent covariates and survival times in closed form is not an advantage of the procedure per se, but this ability in combination with the capacity to include an arbitrary number and form of the time-dependent covariates differentiates this method from those currently proposed in the literature.

To proceed, the paper extends upon a method advanced by Zhou [44], which thus far has received little attention in the medical literature (but see [51–54]). The method presented relies on a simple transformation of a random variable generated according to a truncated piecewise exponential distribution, where the bounds of truncation allow the user to specify the minimum and maximum number of measurements that are of interest for a particular application, and the piecewise nature of the distribution allows covariates to vary as step functions over the time scale (for a different perspective that uses the piecewise exponential distribution to directly model time-dependent effects in proportional hazards situations, see [55–57]). Within this general framework, an additional argument is suggested that allows practitioners to generate data that vary at integer-valued steps of the time scale, which would be the case in a particular empirical application if follow-up measurements are taken at days, weeks, months, etc. The goal is to suggest a means of generating simulated data that more closely match real-world empirical situations examined in longitudinal studies.

The paper proceeds as follows. The next section formally introduces the Cox proportional hazards model with time-dependent covariates in order to set up the mathematical issues that must be considered in data generation procedures intended to follow this specification. Section 3 explicates the relationship between variates generated according to a truncated piecewise exponential distribution and survival times that follow a Cox proportional hazards model. In so doing, the section provides a general result illustrating that a transformation of the truncated piecewise exponential distribution follows the Cox model, shows how this result can be used in the context of rejection sampling, presents a summary of the suggested algorithm, and offers practical guidance on the choice of a transformation. Section 4 validates the proposed method in a series of simulation experiments, and Section 5 provides guidance on how the method can be extended to examine violations of the assumptions of the Cox model. Finally, Section 6 offers concluding
2 The Cox model with time-dependent covariates

Let $Z_{ij}(t)$ be the $j$th covariate of the $i$th unit under observation, where $i = 1, \ldots, n$, $j = 1, \ldots, p$, and $t$ is an observed value of the time scale. The notation $Z_{ij}(t)$ indicates that the value of $Z_{ij}$ varies as a function of the time scale. Then the Cox proportional hazards model with time-dependent covariates specifies that the hazard rate for the $i$th individual is given by:

$$h_i(t) = h_0(t) \exp(Z_i(t)\beta),$$

(1)

where $h_0$ is the so-called baseline hazard rate, $Z_i(t)$ is a $1 \times p$ vector of covariates for unit $i$ that may be either time-fixed or time-dependent, and $\beta$ is a $p \times 1$ vector of coefficients.

Among the advantages of the Cox model over other types of time-to-event methods is the fact that the baseline hazard can be left unspecified in practice. The only assumption about functional form that a practitioner must make is that $h_0$ is a nonnegative function of $t$. For researchers without strong substantive theory about the shape of the hazard when $Z_{ij}(t) = 0$, the Cox model offers a great deal of flexibility. However, the Cox model also imposes a rather strong constraint on the data in that it carries the assumption of proportional hazards. With time-dependent covariates, the proportional hazards assumption states that the relative hazard for any two observations $i$ and $j$ follows the relationship

$$\frac{h_0(t) \exp(Z_i(t)\beta)}{h_0(t) \exp(Z_j(t)\beta)} = \frac{\exp(Z_i(t)\beta)}{\exp(Z_j(t)\beta)}.$$

(2)

That is, researchers employing the basic Cox model must be able to reasonably assume that the relative impact of any two values of a covariate—either within or across observations—can be summarized by the single coefficient $\beta$ [11].

From a data generation perspective, producing random variables that follow a Cox proportional hazards model involves translating the hazard rate given in equation (1) with the property given in equation (2) into an appropriate data generating process for survival times. Without
the presence of time-dependent covariates, this translation can be made in a straightforward way by noting that the exponential, Weibull, and Gompertz distributions, some of the most common distributions employed in parametric survival analysis, also carry the proportional hazards assumption. Therefore, if a researcher is simply interested in generating survival times as part of a data matrix with one row per unit under study, the task can be handled by simulating random variables that follow an exponential, Weibull, or Gompertz distribution conditional on a set of covariates and an assumed value of $\beta$, a relatively elementary task using standard statistical software [43]. However, if a researcher is interested in generating data that follow a Cox model with time-dependent covariates, and if the desired data structure is one in which covariates vary at integer-valued steps of the time scale (as would be the case if measurements are taken at minutes, hours, days, weeks, years, etc.), the translation from equations (1) and (2) into a data generating process is not as transparent. The following section demonstrates that such a translation can be achieved by employing a simple transformation of a truncated piecewise exponential random variable.

3 Cox via truncated piecewise exponentials

The idea of using a transformation of exponential random variables to simulate survival times that follow a Cox model was presented by Leemis et al. [46] and Zhou [44]. Expanding on this general approach, Zhou [44] developed a procedure for generating survival times that follow a Cox model with time-dependent covariates that uses a transformation of piecewise exponential random variables. Though this latter approach represents a large step forward given the state of the literature at that time, it is limited to consideration of situations with only one time-change point per unit, where the time-change point characterizes the transition of a single binary time-dependent covariate from a value of 0 to a value of 1. Such a case may be used to represent, for instance, a unit’s transition from a non-exposure condition to an exposure condition in which the unit remains exposed for the remainder of the follow-up measurement period (as would be the case with a procedure such as an organ transplant [35]). This simulated circumstance may reasonably capture an important class of real-world settings of interest to biomedical researchers, but it is certainly not general enough to capture the range of situations that concern users of
longitudinal observational data, with measurements taken on a vast array of characteristics and at multiple time points. The argument presented in this paper extends on the discussion of Zhou [44], but provides a more general procedure that allows for an arbitrary number of time change points and an arbitrary form of the covariate(s).

The presentation of the truncated piecewise exponential distribution relies on various developments of piecewise exponential distributions and truncated exponential distributions [4, 44, 58–65]. Notation most closely follows that used by Hougaard [4] and Ibrahim et al. [60].

To begin, consider a prespecified partition of the time scale under investigation, $\mathcal{S} = \{s_1, s_2, \ldots, s_J\}$, $0 = s_0 < s_1 < \cdots < s_J$, forming $J$ intervals $(0, s_1], (s_1, s_2], \ldots, (s_{j-1}, s_j]$, where $s_J$ is greater than the largest observed survival time. For the purposes of exposition, and without loss of generality, in this section only one time-dependent covariate is considered. Define a time-dependent covariate as $Z(t) = Z_{j-1} < t < s_j$, where $Z(t)$ is allowed to follow an arbitrary distribution. Additionally, let $\lambda_j = \exp(Z(t)\beta)$. Then we can say that the random variable $T$ is distributed as piecewise exponential conditional on $Z(t)$ if its density is given by

$$k(t) = \prod_{h=1}^{j-1} \exp(-\lambda_h(s_h - s_{h-1}))(\lambda_j) \exp(-\lambda_j(t - s_{j-1})) I\{s_{j-1} < t \leq s_j\},$$

where $I$ is the indicator function. The form of the density shows that a piecewise exponential random variable has a constant hazard in each interval, i.e., $\lambda(t) = \lambda_j$ for $t \in (s_{j-1}, s_j]$, $j = 1, \ldots, J$. Then the density of a truncated piecewise exponential random variable with support $[a, b]$ is given by

$$f(t) = \frac{k(t)I\{a \leq t \leq b\}}{K(b) - K(a)},$$

where $K$ is the distribution function associated with $k$.

To see how the truncated piecewise exponential distribution allows the researcher great flexibility in generating survival times that follow a Cox model with covariates that vary at integer-valued steps of the time scale, consider an arbitrary transformation $g$, such that

$$g(0) = 0, \ g(t) \nearrow \text{ for } t > 0, \ \text{and } g^{-1}(t) \text{ is differentiable.} \quad (3)$$
Applying these properties of $g$, we are able to derive the following result.

**Theorem:** Suppose a random variable $Y$ is generated as piecewise exponential with density function given by

$$k_Y(t) = \prod_{h=1}^{j-1} \exp \left( -\lambda_h g^{-1}(s_h) - g^{-1}(s_{h-1}) \right) \times \left( \lambda_j \exp \left( -\lambda_j \left( t - g^{-1}(s_{j-1}) \right) \right) I\{g^{-1}(s_{j-1}) < t \leq g^{-1}(s_j) \} \right)$$

$j = 1, 2, \ldots, J$, and corresponding distribution function $K_Y(t)$, where $g$ is defined in (3). Further, suppose that $X$ is a truncated version of $Y$ with density function given by

$$f_X(t) = \frac{k_Y(t) I\{g^{-1}(a) \leq t \leq g^{-1}(b) \}}{K_Y(g^{-1}(b)) - K_Y(g^{-1}(a))},$$

where $[g^{-1}(a), g^{-1}(b)]$ is the support of $X$. Then $g(X)$ follows a Cox model with a time-dependent covariate and baseline hazard $h_0(t) = \frac{d}{dt} [g^{-1}(t)]$.

A proof of the theorem is presented in Appendix A.

**Remark 1:** Since piecewise exponential random variables can easily be generated using standard statistical software, the generation of truncated piecewise exponentials can be accomplished by using rejection sampling.

The well-known rejection sampling result states that if $f$ and $k$ are densities on $\mathbb{R}$ such that for some $M > 1$,

$$f(x) \leq Mk(x) \forall x,$$

and if $Y$ is generated from $k$ and $U \sim U[0, 1]$, then $X$ may be generated from $f$ by calculating $Y = Mk(X)/f(X)$ and accepting each value such that $YU \leq 1$ as a random draw of $X$. For the context considered here, suppose that $Y$ is a piecewise exponential random variable with density function $k_Y(t)$ and distribution function $K_Y(t)$. Further, suppose that $X$ is a truncated piecewise
exponential random variable with support \([a, b]\), and density

\[
f_X(t) = \frac{k_Y(t)I\{a \leq t \leq b\}}{K_Y(b) - K_Y(a)}.
\]

Then to generate random draws of \(X\), we need to find \(M > 1\) such that \(f_X(t) \leq Mk_Y(t) \forall \ t\). Since \(f\) has density 0 for \(t < a\) and \(t > b\), we only need to consider \(t\) such that \(a \leq t \leq b\). Note that

\[
f_X(t) \leq Mk_Y(t) \implies \frac{k_Y(t)}{K_Y(b) - K_Y(a)} \leq Mk_Y(t) \implies \frac{1}{K_Y(b) - K_Y(a)} \leq M.
\]

Therefore, for any given bounds of truncation \([a, b]\), we can let \(M = \frac{1}{K_Y(b) - K_Y(a)}\), provided that \(K_Y(b) - K_Y(a) < 1\). Since \(K\) is the cumulative distribution function of a piecewise exponential distribution, this relation will hold for all \(a\) and \(b\) such that \(0 < a < b\).

**Remark 2:** To generate survival times that follow a Cox model conditional on covariates that vary at integer-valued steps of the time scale, one simply has to let the partition \(S\) be a subset of the natural numbers and approximate the value in the final interval of each survival time by using its ceiling value. That is, for a survival time of the \(i\)th observation, \(T_i\), generated according to a truncated piecewise exponential distribution with rates \(\lambda_1, \ldots, \lambda_J\) and partition \(S_i = \{s_{i1}, \ldots, s_{ij}\} \subset \mathbb{N}\) such that \(s_{ij-1} < T_i \leq s_{ij}\), data for the \(i\)th observation can be constructed by associating \(Z_{i1}, \ldots, Z_{ij}\) with survival times \(s_{i1}, \ldots, s_{ij}\). Then the total survival time for the \(i\)th observation is given by \(\sum_j s_{ij}\).

Table I illustrates the structure of data generated according to the proposed method. An identification variable for each observation that is measured at multiple time points is presented along with the elapsed time at each measurement occasion and a censoring indicator. Covariate values are omitted for purposes of illustration. This is a standard format for time-to-event data with time-dependent covariates. Comparing the elapsed times for the corrected and uncorrected versions associated with the final row of each case i.d. demonstrates the effect of using the ceiling value for the final time interval. The corrected data, in which all measurements are assumed to be taken at integer valued steps of the time scale, will look familiar to applied longitudinal
researchers who employ time-to-event methods. The uncorrected data, on the other hand, vary at integer valued steps for all but the final time interval—a structure unlikely to be encountered in observational data. It will be shown later that the corrected version provides an excellent approximation.

3.1 Algorithm

All of the pieces required to generate survival times that follow a Cox proportional hazards model conditional on covariates that vary as integer-valued steps of the time scale have now been presented. The algorithm can be summarized as follows:

1. Define \( g \) such that \( g(0) = 0, g(t) \rightarrow^+ \) for \( t > 0 \), and \( g^{-1}(t) \) is differentiable.
2. Define a maximum value for the time scale \( t \in \mathbb{N} \).
3. Define a finite partition of the time scale \( S = \{s_1, \ldots, s_J\} \subset \mathbb{N} : \max S \leq t \).
4. Define bounds of truncation \( a, b \in S : a < b < t \).
5. Define number of observations \( n \).
6. Define \( \beta \).
7. For \( i \) in 1 to \( n \):
   (a) Generate \( \{Z_{ij}\}_{j=1}^t \).
   (b) Calculate \( \{\lambda_{ij}\}_{j=1}^t = \{\exp(Z_{ij}\beta)\}_{j=1}^t \).
   (c) Generate \( X_i \) as truncated piecewise exponential with rates \( \lambda_{i1}, \ldots, \lambda_{iJ} \), time-change points \( g^{-1}(s_1), \ldots, g^{-1}(s_J) \), and bounds of truncation \( g^{-1}(a), g^{-1}(b) \).
   (d) Calculate \( T_i = g(X_i) \).
8. Define a censoring indicator \( \{\delta_i\}_{i=1}^n \), where \( \delta_i \in \{0, 1\} \).
9. Let data= \( \emptyset \). For \( i \) in 1 to \( n \):
   (a) For \( j \) in 1 to \( \text{ceiling}(T_i) - 1 \), add \( (0, j, j - 1, Z_{ij}) \) to matrix for observation \( i \).
   (b) For \( j = \text{ceiling}(T_i) \), add \( (\delta_i, j, j - 1, Z_{ij}) \) to matrix for observation \( i \).
   (c) Add matrix for observation \( i \) to data.

In other words, the user begins with a time partition, along with the minimum and maximum number of measurements required per unit and a desired form for the covariate vector. Presumably, all of these choices will be made with a particular empirical analogue in mind. After \( T_i \) is generated conditional on \( Z_{ij}\beta \), values 1 through \( \text{ceiling}(T_i) \) are then associated with each \( Z_{\text{ceiling}(T_i)} \), and all \( Z_{ij} \) such that \( j > \text{ceiling}(T_i) \) are discarded. Additionally, the definition of the censoring indicator is left arbitrary to illustrate that this too can take a variety of forms. The algorithm is currently expressed in such a way that censoring is random, and can be uniformly distributed (and hence, uninformative), subject to a biased assignment mechanism in which, say, survival times that are relatively long or relatively short are more or less likely to be censored, or...
subject to a set of cutoff points defined by a value or percentile of $T_i$, as in [35]. Alternatively, as in [29, 50], the user could specify a marginal distribution of censoring times, $C_i$, following the same set of procedures used to generate event times and take $T_i^* = \min\{T_i, C_i\}$ and $\delta_i = I\{T_i \leq C_i\}$ as the values of the survival time and censoring indicator for unit $i$, respectively. This alternative approach would require reexpressing steps 7 and 8 of the algorithm in a straightforward manner.

The result will be a data set having the structure of the corrected data in Table I, with each unit having a minimum and maximum number of rows $a$ and $b$, respectively.

3.2 Hardware and software specifications

For the simulations that follow, the algorithm was implemented using R 2.15.2 with a Mersenne-Twister random number generator on a machine with an Intel Xeon 2.26 GHz processor running Windows 7 64-bit. Piecewise exponential random variables were generated using a suite of functions in the \texttt{msm} package [66], Cox parameters were estimated using the \texttt{coxph} function [67] with the Efron method for handling tied data, and diagnostic testing of the proportional hazards assumption was performed using the \texttt{cox.zph} function in the \texttt{survival} package [68]. Sample code for the procedure is presented in Appendix B.

3.3 Practical Considerations

The choices of $g$, $\beta$, $a$, $b$, and the data generating process for $Z$ have all been left arbitrary in the discussion up to this point (with $g$ only subject to the requirements in (3)). But all will have important practical consequences in terms of the computational cost of the rejection sampler (step 7(c) of the algorithm) and the form of the final distribution of survival times.

To make appropriate choices, it is important to understand the basic mechanics of the method. In short, the rejection sampler takes random draws from a piecewise exponential distribution, with rates defined by $Z_j \beta$, and only accepts draws that fall between $g^{-1}(a)$ and $g^{-1}(b)$. Intuitively, we can consider piecewise exponential random variables to represent the time until occurrence of an event. Thought of in this way, large positive expected values of $Z_j \beta$ will represent higher rates of event occurrence, and hence smaller average time values. Likewise, large negative expected values of $Z_j \beta$ will represent lower rates of event occurrence, and hence larger average time values.
Therefore, given a data generating process for $Z$ and a value of $\beta$, the choices of $g$, $a$, and $b$ will make the rejection sampler more or less computationally expensive, and vice versa.

3.3.1 Illustration: Choice of $g$ given $a$, $b$, and $Z_j \beta$

Researchers performing simulation experiments in the context of event history models generally concern themselves with coefficient and covariate values that are relatively small in magnitude (often less than 1), whether positive or negative. In such cases, the greatest computational expense of the rejection sampler will often be realized in the number of draws rejected because they do not meet the specified minimum threshold of the truncated distribution. Therefore, given a choice of a minimum number of measurements desired in the resulting set of simulated data, $a$, it will typically make sense for the researcher to choose $g$ such that $g^{-1}(a)$ will be close to 0. Given the requirements of $g$ specified in (3), a natural choice is to allow $g$ to be a power function and $g^{-1}$ its associated positive root.

Consider a scenario in which the desired minimum and maximum number of measurements in the simulated data are 10 and 150, respectively. We let the vector of $j$ rate parameters for unit $i$ be defined by $\lambda_{ij} = \beta_1Z_{1ij} + \beta_2Z_{2ij}$, where $Z_1 \sim U[-.5,.5]$, $Z_2 \sim \text{Bin}(.5)$, $\beta_1 = 2$, and $\beta_2 = -1$, and we desire 500 simulated datasets with 1000 units each. Figure 1 illustrates the consequences of choosing $g$ as a power function with exponents 2, 3, and 4.

[Figure 1 about here.]

Unlike the process in practical applications, for this illustration all of the piecewise exponential draws were retained in addition to the truncated draws that will be transformed into the resulting survival times. The top row of panels in Figure 1 presents densities for each of the 500 simulations for both the piecewise and truncated piecewise exponential distributions. In each case, the densities illustrate that the vast majority of piecewise exponential draws for this choice of coefficients and covariates fall well short of the desired minimum value, and the effect of assuming a power function for $g$ and using successively larger exponents is to create successively smaller and narrower bounds of truncation. Also presented are the average number of piecewise exponential draws per simulation, $\bar{N}_Y$. For $g^{-1}(t) = \sqrt{t}$, over 18,000 piecewise exponential draws are required, on average, to produce 1000 truncated piecewise exponential draws with the desired
properties. Moving to \( g^{-1}(t) = \sqrt[3]{t} \), we see that the average number of piecewise exponential draws required to produce 1000 truncated piecewise draws drops to just over 8000, a reduction of about 56\%. Moving to \( g^{-1}(t) = \sqrt[4]{t} \), the required number of draws decreases further still, but the rate of decrease tapers off dramatically due to the increasingly narrow bounds of truncation, and hence a larger proportion of draws being rejected because they are greater than the upper bound.

The bottom row of panels illustrates the effect of the choice of \( g \) on the resulting transformed truncated piecewise exponential draws that follow a Cox specification. The difference in baseline hazards between the three choices becomes immediately apparent and brings up an additional consideration with respect to computation. Specifically, assuming a power function for \( g \), using successively larger exponents has the effect of vastly increasing the total time at risk in the simulated sample. In this illustration, for \( g(t) = t^2 \), the average survival time across all 500 simulations of 1000 units each was about 21.2. For \( g(t) = t^3 \), this average increases to 37.1, and for \( g(t) = t^4 \) to 44.7. Because this method generates survival times as a function of covariates that vary at integer-valued steps of the time scale, the practical effect of doubling the total time at risk is actually to double the number of rows in the data matrix, which can greatly increase the computational time required to estimate parameters. In another set of simulation experiments (data not shown), simulated data sets were constructed and Cox models were estimated using the same three specifications depicted in Figure 1. Assuming no censored observations, the time required to simulate and estimate parameters for the 500 data sets using \( g(t) = t^2 \) was approximately 1895 seconds. Using \( g(t) = t^3 \), the time required more than doubled to approximately 4217 seconds. For \( g(t) = t^4 \), time increased further to 6412 seconds.

It is important to keep in mind that although power functions and roots are natural choices for \( g \) and \( g^{-1} \), they are by no means the only possibilities. Researchers can choose a variety of functional forms, each of which will correspond to a particular functional form for \( h_0(t) \) that can be examined graphically, as in Figure 1. Further, the computational expense of each of the choices for \( g \) in relation to one another is specific to the particular choice of parameter values and data generating processes for the covariates. The type of preliminary testing undertaken in this illustration is recommended prior to performing a large-scale simulation study.
4 Simulations to assess validity

The algorithm described and tested in the previous section was employed in a series of simulation experiments to assess its performance. Across experiments, 1000 simulated datasets were generated and \( g \) was chosen such that \( g(t) = t^2 \). In one set of experiments, a single time-dependent covariate was generated according to a uniform distribution with support \([-0.5, 0.5]\). In a second set of experiments, two time dependent covariates were generated, one according to a uniform distribution with support \([-0.5, 0.5]\) and another according to a Bernoulli distribution with parameter \( p = 0.5 \) (as in the illustration in the previous section). The intention is to demonstrate the proposed procedure using both one and two covariates and, in the latter case, using both a continuous and a binary time-dependent covariate. The continuous covariates could capture, for instance, levels of exposure to some environmental toxin, while the dichotomous covariate could represent a subject’s movement in and out of some treatment over the duration of follow-up. Across each of these situations, the proportion of observations that are censored was varied to take on values of 0, .1, .25, and .5 (using random and uniform censoring), and the number of observations per simulated dataset was varied to take on values of 100, 500, and 1000. Results of the Cox regression estimations across these conditions using both the corrected and uncorrected versions of simulated data are presented in Table II. Also included is the elapsed time required to simulate and estimate parameters for the 1000 datasets for each value of \( N \), averaged across the four censoring levels.

First examining the elapsed time required to simulate and analyze the data under the various scenarios, we see that moving from \( N = 100 \) to \( N = 500 \) leads to upwards of a ten-fold increase in computation time. Moving from \( N = 500 \) to \( N = 1000 \) leads to far more modest changes in elapsed time, and in the one-covariate case even a slight decrease.

A scan of the statistics for the coefficient estimates in Table II indicates that the procedure performs quite well on average. As expected, for any given level of censoring, the standard deviation of the estimates decreases as the number of units increases. Further, for any given value of \( N \), the standard deviation decreases as the proportion of censored cases decreases. These
relationships are true for both the one- and two-covariate specifications, and for both the corrected and uncorrected data.

Importantly, the degree of similarity between model estimates from the corrected and uncorrected versions of the data suggest that using the ceiling values of the generated survival times to estimate survival times in the final interval for each observation provides a close approximation. Though the highest levels of bias are seen for the corrected data, the relative bias across all scenarios never exceeds 5 percent of the true parameter value. Across values of \( N \), a general trend is present in which the bias is greater for the highest levels of censoring as compared to the case of no censoring. But there are clear exceptions, and the relationship is not monotonic as the level of censoring changes.

For each level of censoring and each value of \( N \), comparing across the corrected and uncorrected situations is instructive as to the practical impact of using ceiling values to estimate the final time interval for each unit. The effect of using ceiling values rather than actual values is to slightly increase the time at risk for each unit in a given simulation. This means that for any chosen model specification, value of \( N \), and proportion of censored cases, a particular pattern should hold such that the estimates for the corrected simulations slightly undershoot their corrected analogues. Specifically, for a positive coefficient (\( \beta \) in the one-covariate simulations and \( \beta_1 \) in the two-covariate simulations), if the uncorrected bias is positive, the corrected bias for the same situation will either be positive and smaller in magnitude or negative. If the uncorrected bias for a positive coefficient is negative, on the other hand, the corrected bias will also be negative but larger in magnitude. Likewise, for a negative coefficient (\( \beta_2 \) in the two-covariate simulations), if the uncorrected bias is negative, the corrected bias for the same situation will either negative and smaller in magnitude or positive. If, on the other hand, the uncorrected bias for a negative coefficient is positive, the corrected bias will be positive and larger in magnitude. This relationship holds for all simulations and shows why, in some scenarios, the corrected data actually lead to a smaller percent bias in parameter estimates than the uncorrected data.

The overall takeaway point from Table II is that the procedure performs as expected and using the ceiling values of the survival times to estimate the final measurement interval for each observation provides a useful approximation. Indeed, the differences in estimates between the
corrected and uncorrected versions become trivial as the proportion of censored cases approaches 0. And because of the relationship between the corrected and uncorrected versions of the simulated survival times, we have seen that the corrected data can, certain cases, actually lead to parameter estimates that, on average, are closer to the true values than models estimated on the uncorrected data. Given the intuitive appeal of the corrected data for applied researchers, it seems wholly appropriate therefore to use the corrected data to generate data that follow a Cox proportional hazards model with time-dependent covariates.

Producing data for which estimated values of the parameter approach the true values is obviously critical, but is not the only requirement here. As stated previously, the Cox model assumes that the relationship follows the proportional hazards assumption. One of the advantages of the Cox model over parametric proportional hazards models is that the assumption can readily be tested as part of model diagnostics. A variety of methods for assessing the validity of the proportional hazards assumption are available (see [69] for a review). This paper utilizes the method proposed by Grambsch and Therneau [13]. In brief, this test essentially involves calculation of a correlation coefficient for the relationship between scaled Schoenfeld residuals for each covariate and the time scale to determine whether individual covariates violate the proportional hazards assumption. In addition, a global test for proportional hazards uses the calculation of a weighted sum of the scaled Schoenfeld residuals across covariates to determine whether the overall fitted model is consistent with the proportional hazards assumption [13]. In either case, a statistically significant \( \chi^2 \) statistic (1 d.f. for the covariate-specific tests and d.f. equal to the number of covariates in the model for the global test) indicates a violation of the proportional hazards assumption.

Table III presents summaries of the \( p \)-values of the \( \chi^2 \) statistics for each model estimated on the corrected data from Table II. Results for models estimated on the uncorrected data, \( \chi^2 \) statistics, and correlation coefficients for covariate-specific tests are omitted. For each value of \( N \), the latter column indicates the number of instances in which the proportional hazards assumption was violated.

[Table 3 about here.]
As can be seen, the procedure employed does not perfectly produce data that follow the assumption of proportional hazards, but violations are rare, falling well within the range that would be expected according to the associated \( p \)-value. Specifically, using a \( p < .05 \) confidence level, the largest number of violations for any of the experiments was only 38, or about 3.8% of simulations. Interestingly, there is a general pattern in which more violations of proportional hazards occur as \( N \) increases. This is likely due to the fact that the scaled Schoenfeld residual tests can be sensitive to outlier survival times and simulations with a larger number of units are more likely to produce a few relatively extreme values. Graphical summaries of the residuals (not shown) support this supposition. Though the number of violations will be tolerable for most applications, in individual instances a violation of proportional hazards will lead to biased coefficient estimates and suboptimal significance tests, and it will be up to the researcher to determine how to handle these issues in the context of the particular application. The important point for the practitioner is that for any simulated data set and estimated model, the assumption of proportional hazards can and should be tested.

5 Extensions

The discussion thus far has illustrated the theoretical relationship between variates generated according to a truncated piecewise exponential distribution and survival times that adhere to the assumptions of the Cox model, as well as the adequacy of the result for use in practical software applications. However, in many cases researchers will be interested in examining the fitness of the Cox model when one or more of the assumptions of the data generating process is violated. Two common situations of interest to medical researchers are the efficacy of the Cox model when the proportional hazards assumption does not hold or when there is dependence among units in data settings with repeated events. It is shown here that the method proposed in this paper can be easily extended to handle either of these situations.
5.1 Violations of the proportional hazards assumption

The proportional hazards assumption states that the relative impact of any two values of a covariate can be summarized by a single coefficient. For survival times conditional on time-dependent covariates, this relationship must hold both within and across units. If the true value of $\beta$ varies as a function of $t$, then proportional hazards is violated, and a variety of methods have been suggested to account for different forms of nonproportionality, e.g., [11]. In the context of the data generation method proposed here, a straightforward extension that allows the researcher to examine various forms of nonproportional hazards is immediately apparent. That is, rather than defining $\beta$ as a constant, one can specify $\beta$ to take on particular values as a function of the time scale.

To illustrate, suppose a researcher was interested in the adequacy of the Cox framework in a situation in which a similar change in a covariate at different points in time has a variable impact on the rate of event occurrence. Using the specifications from the previous section as a base, another set of experiments was performed by allowing $\beta$, $\beta_1$, and $\beta_2$ to increase at pre-defined steps of the time scale. This would represent situations in which a similar change in a covariate leads to a greater likelihood of event occurrence for units that have survived a longer amount of time without yet experiencing the event. Specifically, in a set of one-covariate simulations, $\beta$ took a value of .1 for $t \leq 10$, 1 for $10 < t \leq 15$, 2 for $15 < t \leq 20$, and 3 for $t > 20$. In a set of two-covariate simulations, $\beta_1$ was defined similarly, and $\beta_2$ was defined such that it took a value of $-5$ for $t \leq 10$, $-3$ for $10 < t \leq 50$, and $-1$ for $t > 50$. All other specifications were identical to those used in the $N=1000$ scenario in Table II. Results of the Cox estimation are not presented, and results of the scaled Schoenfeld residual tests on the corrected data are presented in Table IV.

[Table 4 about here.]

The results in Table IV are instructive on at least two points. First, results generally tend to deviate from their desired properties most often in cases of higher levels of censoring. At low levels of censoring, the scaled Schoenfeld residual tests are able to detect violations of proportional hazards in all but a few cases. Second, heavy censoring in combination with a larger number of covariates seems to be associated with greater difficulty in the ability of these diagnostic tests
to detect proportional hazards violations. Specifically, in the two-covariate experiment with 50% censoring 103 of each of the covariate-specific tests fail to detect a violation, a number that is substantially higher than expected. In cases such as these in which violations of proportional hazards are actually desired for a particular simulation study, the sensitivity of these particular diagnostic tests to outlier survival times work against the researcher’s aims and the effect is most pronounced with a greater proportion of censored cases. This result reinforces the suggestion that researchers always engage in formal tests of proportional hazards and examine graphical summaries of model residuals as an additional check to ensure that simulated data have the desired properties.

5.2 Repeated events and non-independence

An increasingly common extension of time-to-event models examines situations in which units do not drop out of the risk set after an event occurs, and multiple events per unit are possible. The basic Cox model requires that interevent times among units not be correlated, and this assumption is often unreasonable in practice. Researchers examining means of accounting for non-independence within the Cox framework will wish to produce repeated events data with known forms of non-independence. But until now, virtually all simulation studies of this kind have only considered the time-fixed covariate case, e.g. [11, 38, 70]. For researchers interested in examining Cox models for repeated events with time-dependent covariates, the method presented in this paper provides a convenient starting point.

Modifying the algorithm to include multiple events per subject would begin with a model of the number of events per subject. This could be, for example, a fixed number of events across subjects, or possibly a random draw from a count model. Then if one were to assume independence among units, the process would proceed exactly as in the non-repeated events case by simply drawing the desired number of survival times per subject and stacking the rows of the data matrix. To introduce non-independence, one might consider introducing heterogeneity via a unit-specific random effect, or event dependence by specifying the rate of event occurrence for a given event as a function of the number of events that have already occurred (as in [38]). More specifically, unit heterogeneity could be introduced by specifying the piecewise exponential rate
parameter for the $k$th event for unit $i$ as

$$
\lambda_{ik} = \exp (Z_{ik}\beta + \mu_i),
$$

where $\mu_i$ is a unit-specific random effect drawn from a known distribution, producing correlation among units across interevent times. Likewise, event dependence could be introduced by first calculating $\lambda_{i0} = \exp (Z_i\beta)$, and then specifying the piecewise exponential rate parameter for the $k$th event for unit $i$ as

$$
\lambda_{ik} = f(k)\lambda_{i0},
$$

where $f$ is an arbitrary function that can be constructed in such a way as to introduce a desired form of event dependence [38]. Further, unit heterogeneity and event dependence can easily be combined. Simulations using repeated events with non-independence are omitted due to space constraints, but this exposition shows that extending the algorithm proposed in this paper to the case of repeated events can be accomplished without introducing significant complexity.

6 Discussion

As statistical methods for time-to-event data have become more widely used in the biomedical literature, there has naturally been an increasing interest among medical researchers in testing properties of common time-to-event estimators. The most common tool in this endeavor is simulation. Unlike simulated data generation methods for linear and generalized linear regression models, determining the appropriate data generating process for time-to-event models generally involves a translation from a parameterization of a set of covariates' effect on the hazard rate into a relationship between those covariates and survival times. In the context of the Cox proportional hazards model with time-dependent covariates, additional complications make this translation even less transparent.

This paper presented a method of generating simulated survival times that follow the Cox proportional hazards model with time-dependent covariates. The proposed method relies on a relatively simple argument about a transformation of truncated piecewise exponential random
variables. Furthermore, for greater ease of understanding among analysts of longitudinal observational data, the paper suggested a means of ensuring that in the final simulated data structure, covariates for a given unit under follow-up observation vary at integer-valued time points. Such a data structure would mimic real-world situations in which measurements are taken at discrete points (e.g., years, months, weeks, days), which is typical of a large class of longitudinal studies. And, perhaps most importantly, the proposed procedure allows for an arbitrary number and functional form of time-dependent and time-fixed covariates. The purpose is simply to provide applied researchers with a means of producing simulated data with desired properties that achieve a greater degree of empirical realism.

Results presented here indicate that the suggested procedure performs well in practice. In the cases of both one and two time-dependent covariates that were explored in this paper, model estimates more closely approximate true parameter values as the proportion of censored cases decreases. Additionally, violations of the proportional hazards assumption are well within the expected range for given confidence levels. Overall, the evidence indicates that the proposed method provides a valid means of generating simulated data that follow a Cox proportional hazards model with covariates that vary at step functions of the time scale. Further, it was shown how the algorithm could be extended to include time-dependent coefficients that induce violations of the proportional hazards assumption, as well as data structures with repeated events and non-independence among units.

Given the widespread use of the Cox model with time-dependent covariates and the increasing availability of longitudinal biomedical data, the need to examine the model’s properties through simulations will continue to grow. The flexibility of the data generation procedure described in this paper will make it a useful tool in this enterprise.

**Appendix A. Proof of Theorem**

A theorem and proof for the case of a two-piece exponential random variable and a covariate that transitions from a value of 0 to a value of 1 at the single change point were developed in Zhou [44]. The argument presented here follows a similar line of reasoning, but applies to situations with an arbitrary number of time change points and an arbitrary form of the covariates.
First note that the survival function of $X$ is given by

$$S_X(t) = \prod_{h=1}^{j-1} \exp \left( -\lambda_h \left( g^{-1}(s_h) - g^{-1}(s_{h-1}) \right) \right) \frac{\exp \left( -\lambda_j \left( g^{-1}(s_j) - g^{-1}(s_{j-1}) \right) \right)}{K_Y (g^{-1}(b)) - K_Y (g^{-1}(a))} \times I\{g^{-1}(s_{j-1}) < t \leq g^{-1}(s_j)\},$$

where the support of $X$ is $[g^{-1}(a), g^{-1}(b)]$. Let $g(X) = T$ and note that

$$P(T > t) = P(g(X) > t) = P(X > g^{-1}(t)) = S_X(g^{-1}(t))$$

Therefore, the survival function of $T$ is given by

$$S_T(t) = \prod_{h=1}^{j-1} \exp \left( -\lambda_h \left( g^{-1}(s_h) - g^{-1}(s_{h-1}) \right) \right) \frac{\exp \left( -\lambda_j \left( g^{-1}(s_j) - g^{-1}(s_{j-1}) \right) \right)}{K_Y (g^{-1}(b)) - K_Y (g^{-1}(a))} \times I\{g^{-1}(s_{j-1}) < g^{-1}(t) \leq g^{-1}(s_j)\},$$

where the support of $T$ is $[g^{-1}(a), g^{-1}(b)]$. Noting that the distribution function of $T$ follows the relationship $F_T(t) = 1 - S_T(t)$, it immediately follows that the density of $T$ is given by

$$f_T(t) = \frac{d}{dt} F_T(t) = \frac{d}{dt} \left[ \prod_{h=1}^{j-1} \exp \left( -\lambda_h \left( g^{-1}(s_h) - g^{-1}(s_{h-1}) \right) \right) \right] \frac{\exp \left( -\lambda_j \left( g^{-1}(s_j) - g^{-1}(s_{j-1}) \right) \right)}{K_Y (g^{-1}(b)) - K_Y (g^{-1}(a))} \times I\{g^{-1}(s_{j-1}) < g^{-1}(t) \leq g^{-1}(s_j)\}$$

where, again, the support of $T$ is $[g^{-1}(a), g^{-1}(b)]$. Further, if we define $h_0(t) = \frac{d}{dt} g^{-1}(t)$, then because the hazard rate follows the relationship $h(t) = \frac{f(t)}{S(t)}$, we have that

$$h_T(t) = \left[ \frac{d}{dt} g^{-1}(t) \right] \lambda_j = h_0(t) \exp (Z(t) \beta)$$

Therefore, $T$ follows a Cox proportional hazards model with baseline hazard $h_0(t) = \frac{d}{dt} g^{-1}(t)$, time-varying covariate $Z(t)$, and constant hazard in each interval $(s_{j-1}, s_j)$, $j = 1, \ldots, J$. 
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Appendix B. Example Computer Code

This appendix presents R code that implements the suggested data generation algorithm. The rejection sampling procedure used here generates 60 uniform and piecewise exponential random variables at a time for comparison. This choice was based on a series of speed optimization tests that compared the time required to generate 100 draws from a truncated piecewise distribution with the desired bounds of truncation and rate parameters. Drawing one piecewise exponential random variable at a time was computationally very expensive, taking over 150 seconds to generate 100 replicates from the desired distribution. The time required dramatically decreased between 1 and 30 draws at a time, continuing to decrease until about 60 draws at a time, peaking at a minimum of .35 seconds elapsed time. Beyond 60, the elapsed time began to steadily increase again. It should be noted, however, that this optimization result is sensitive to the expected value of the rate parameter. Therefore, it is recommended that researchers employing this method perform similar optimization tests for their desired covariate and coefficient values prior to undertaking a large-scale simulation.

This example code uses one time-dependent covariate, $Z \sim U[-0.5, 0.5]$. Further, $n = 1000$, $\beta = 2$, $g(t) = t^2$; $[10, 150]$ are the bounds of truncation (corresponding to the minimum and maximum number of follow-up measurements for units) and 50% of observations are censored. Within the code, lines of comments are denoted by #. The procedure is as follows:

```r
require(msm)
require(survival)

# CREATING g() AND g^-1()
g.inv <- sqrt

# CREATING THE TIME SCALE AND TRANSFORMED TIME SCALE
t <- 0:199
t.diff <- (t[-1] - t[1:(length(t) - 1)])[-(length(t) - 1)]
g.inv.t <- g.inv(t)
g.inv.t.diff <- (g.inv(t[-1]) - g.inv(t[1:(length(t) - 1)]))[-(length(t) - 1)]
```
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#CREATING THE BOUNDS OF TRUNCATION

t.max <- 150
t.min <- 10
g.inv.t.max <- g.inv(t.max)
g.inv.t.min <- g.inv(t.min)

#DATA GENERATING PROCESS FOR COVARIATE

B <- function(N, m, M) {
  runif(N, m, M)
}

#BETA
b <- 2

#NUMBER OF OBSERVATIONS
n <- 1000

#CREATING DATA VECTOR

z.list <- list()
for (i in 1:n) {
  z <- B(length(t), -0.5, 0.5)
  z.list[[i]] <- cbind(z, exp(b * z))
}

#GENERATING DATA USING ACCEPT-REJECT METHOD

k <- function(x, m, M, rates, t) {
  ifelse(x <= m | x >= M, 0, dpexp(x, rates, t))
}
gen.y <- function(x) {
  x1 <- x[, 2]
  d <- ppexp(g.inv.t.max, x1, g.inv.t) - ppexp(g.inv.t.min, x1, g.inv.t)
  M <- 1 / d
  r <- 60
  repeat{
    y <- rpexp(r, x1, g.inv.t)
    u <- runif(r)
    t <- M * ((k(y, g.inv.t.min, g.inv.t.max, x1, g.inv.t)) / d /
                dpexp(y, x1, g.inv.t)))
    y <- y[u <= t][1]
    if (!is.na(y)) break
  }
  y
}
y <- sapply(z.list, gen.y)
g.y <- g(y)

#CREATING CENSORING INDICATOR

prop.cen <- 0.5
d <- sample(0:1, n, replace = TRUE, prob = c(prop.cen, 1 - prop.cen))
#CREATING DATASET

data <- NULL
for (i in 1:n) {
    id.temp <- rep(i, ceiling(g.y[i]))
    time.temp <- c(1:ceiling(g.y[i]))
    time0.temp <- 0:ceiling(g.y[i] - 1)
    d.temp <- c(rep(0, length(time.temp) - 1), d[i])
    z.temp <- z.list[[i]][1:(ceiling(g.y[i])), 1]
    data.temp <- cbind(id.temp, time.temp, time0.temp, d.temp, z.temp)
    data <- rbind(data, data.temp)
}
colnames(data) <- c('id', 't', 't0', 'd', 'z1')
data <- data.frame(data)
model <- coxph(Surv(t0, t, d) ~ z1, data = data)
schoenfeld <- cox.zph(model, transform = 'identity')

#RESULT

data
summary(model)
schoenfeld
References


Figure 1. Effect of choice of $g$ on rejection sampler iterations and form of survival distribution. $Y \sim$ piecewise exponential, $X \sim$ truncated piecewise exponential, $T = g(X)$, $\lambda = 2*Z_1 + (-1)*Z_2$, $\lambda$, $Z_1$, and $Z_2$ are vectors of length $t$, $Z_{1ij} \sim U[-.5,.5]$, $Z_{2ij} \sim \text{Bin}(.5)$, $i = 1, \ldots, 1000$, $j = 1, \ldots, t > 150$. 

\[ N_X = 1000, 500 \text{ Simulations} \]

- $Y \sim \text{PExp}(\lambda)$
- $X \sim \text{TPExp}(\lambda, g^{-1}(10), g^{-1}(150))$  
  \[ g^{-1}(t) = \sqrt{t} \]
  \[ N_Y = 18345.8 \]

- $g^{-1}(t) = 3\sqrt{t}$
  \[ N_Y = 8137.2 \]

- $g^{-1}(t) = 4\sqrt{t}$
  \[ N_Y = 7306.3 \]

\[ N_T = 1000, 500 \text{ Simulations} \]

- $T = g(X)$
- $g(t) = t^2$  
  \[ T = 21.2 \]

- $g(t) = t^3$  
  \[ T = 37.1 \]

- $g(t) = t^4$  
  \[ T = 44.7 \]
### Table I. Data Structures for Uncorrected and Corrected Data

<table>
<thead>
<tr>
<th>Case I.D.</th>
<th>Uncorrected Data</th>
<th>Censoring Indicator</th>
<th>Corrected Data</th>
<th>Elapsed Time</th>
<th>Censoring Indicator</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.000</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>2.000</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>17</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>17.648</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1.000</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>2.000</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>13</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>13.789</td>
<td>0</td>
</tr>
<tr>
<td>55</td>
<td>1.000</td>
<td>0</td>
<td>55</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>55</td>
<td>2.000</td>
<td>0</td>
<td>55</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>55</td>
<td>16</td>
<td>0</td>
</tr>
<tr>
<td>55</td>
<td>16.000</td>
<td>0</td>
<td>55</td>
<td>17</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>55</td>
<td>17.36</td>
<td>1</td>
</tr>
</tbody>
</table>

Note: Uncorrected data uses transformed draws from a piecewise exponential random variable. Corrected data uses the ceiling values of the transformed random draws to produce an estimate for survival times in the final interval for each unit.
Table II. Cox estimation with simulated survival times and time-dependent covariates

<table>
<thead>
<tr>
<th>Cens.</th>
<th>Prop.</th>
<th>( \hat{\beta}, N = 100 )</th>
<th>( \hat{\beta}, N = 500 )</th>
<th>( \hat{\beta}, N = 1000 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Bias</td>
</tr>
<tr>
<td>0.50</td>
<td>( \beta : 2 )</td>
<td>2.045</td>
<td>0.576</td>
<td>0.045</td>
</tr>
<tr>
<td>0.25</td>
<td>( \beta : 2 )</td>
<td>2.011</td>
<td>0.453</td>
<td>0.011</td>
</tr>
<tr>
<td>0.10</td>
<td>( \beta : 2 )</td>
<td>2.035</td>
<td>0.424</td>
<td>0.035</td>
</tr>
<tr>
<td>0.00</td>
<td>( \beta : 2 )</td>
<td>2.006</td>
<td>0.387</td>
<td>0.006</td>
</tr>
</tbody>
</table>

Elapsed Time: 350.58 Seconds

<table>
<thead>
<tr>
<th>Cens.</th>
<th>Prop.</th>
<th>( \hat{\beta}, N = 100 )</th>
<th>( \hat{\beta}, N = 500 )</th>
<th>( \hat{\beta}, N = 1000 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Bias</td>
</tr>
<tr>
<td>0.50</td>
<td>( \beta : 2 )</td>
<td>2.003</td>
<td>0.553</td>
<td>0.003</td>
</tr>
<tr>
<td>0.25</td>
<td>( \beta : 2 )</td>
<td>2.014</td>
<td>0.468</td>
<td>0.014</td>
</tr>
<tr>
<td>0.10</td>
<td>( \beta : 2 )</td>
<td>2.021</td>
<td>0.432</td>
<td>0.021</td>
</tr>
<tr>
<td>0.00</td>
<td>( \beta : 2 )</td>
<td>2.009</td>
<td>0.405</td>
<td>0.009</td>
</tr>
</tbody>
</table>

Elapsed Time: 340.60 Seconds

Note: Uncorrected version uses raw survival times; corrected version uses ceiling values of survival times (see Table I). “Prop. Cens.” refers to the proportion of cases censored. 1000 datasets were constructed and \( g(t) = t^2 \) for all simulations. Elapsed time is the time that was required to simulate and estimate parameters for the 1000 simulations, averaged across the four levels of censoring.
Table III. Summary of $p$-values from scaled Schoenfeld residual proportional hazards tests, corrected data

<table>
<thead>
<tr>
<th>Prop. Cens.</th>
<th>Z</th>
<th>$N = 100$</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$p$-values</td>
<td>Freq.</td>
<td>$p$-values</td>
<td>Freq.</td>
<td>$p$-values</td>
<td>Freq.</td>
<td>$p$-values</td>
<td>Freq.</td>
<td>$p$-values</td>
<td>Freq.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean   SD</td>
<td>$p &lt; .05$</td>
<td>Mean   SD</td>
<td>$p &lt; .05$</td>
<td>Mean   SD</td>
<td>$p &lt; .05$</td>
<td>Mean   SD</td>
<td>$p &lt; .05$</td>
<td>Mean   SD</td>
<td>$p &lt; .05$</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>$Z_1$</td>
<td>0.590  0.267</td>
<td>13</td>
<td>0.539  0.272</td>
<td>23</td>
<td>0.532  0.286</td>
<td>34</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>$Z_1$</td>
<td>0.581  0.268</td>
<td>8</td>
<td>0.560  0.264</td>
<td>15</td>
<td>0.535  0.280</td>
<td>34</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td>$Z_1$</td>
<td>0.589  0.264</td>
<td>11</td>
<td>0.553  0.270</td>
<td>23</td>
<td>0.549  0.275</td>
<td>26</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.00</td>
<td>$Z_1$</td>
<td>0.585  0.263</td>
<td>10</td>
<td>0.570  0.267</td>
<td>10</td>
<td>0.531  0.274</td>
<td>21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>$Z_1$</td>
<td>0.586  0.269</td>
<td>23</td>
<td>0.543  0.279</td>
<td>25</td>
<td>0.529  0.279</td>
<td>27</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$Z_2$</td>
<td>0.590  0.265</td>
<td>18</td>
<td>0.542  0.282</td>
<td>29</td>
<td>0.517  0.276</td>
<td>32</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Global</td>
<td>0.632  0.267</td>
<td>20</td>
<td>0.562  0.279</td>
<td>29</td>
<td>0.542  0.278</td>
<td>27</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>$Z_1$</td>
<td>0.587  0.260</td>
<td>16</td>
<td>0.538  0.268</td>
<td>21</td>
<td>0.534  0.271</td>
<td>25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$Z_2$</td>
<td>0.565  0.267</td>
<td>16</td>
<td>0.548  0.267</td>
<td>18</td>
<td>0.523  0.286</td>
<td>38</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Global</td>
<td>0.619  0.261</td>
<td>14</td>
<td>0.575  0.262</td>
<td>19</td>
<td>0.547  0.274</td>
<td>30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td>$Z_1$</td>
<td>0.595  0.254</td>
<td>7</td>
<td>0.544  0.275</td>
<td>13</td>
<td>0.520  0.278</td>
<td>28</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$Z_2$</td>
<td>0.589  0.257</td>
<td>13</td>
<td>0.549  0.274</td>
<td>23</td>
<td>0.539  0.282</td>
<td>34</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Global</td>
<td>0.642  0.243</td>
<td>6</td>
<td>0.573  0.272</td>
<td>12</td>
<td>0.548  0.282</td>
<td>31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.00</td>
<td>$Z_1$</td>
<td>0.584  0.260</td>
<td>12</td>
<td>0.551  0.271</td>
<td>23</td>
<td>0.548  0.284</td>
<td>29</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$Z_2$</td>
<td>0.596  0.259</td>
<td>8</td>
<td>0.536  0.277</td>
<td>27</td>
<td>0.544  0.285</td>
<td>35</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Global</td>
<td>0.643  0.256</td>
<td>12</td>
<td>0.570  0.272</td>
<td>17</td>
<td>0.564  0.281</td>
<td>33</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Tests performed on corrected data from Table II. “Prop. Cens.” refers to the proportion of cases censored. $p$-values associated with $Z_1$ and $Z_2$ are $\chi^2(1)$ probabilities representing a test of the null hypothesis that each covariate individually does not violate the proportional hazards assumption. $p$-values associated with global tests are $\chi^2(2)$ probabilities representing a test of the null hypothesis that the full model does not violate the proportional hazards assumption. Large $p$-values indicate evidence in favor of the proportional hazards assumption.
Table IV. Summary of *p*-values from scaled Schoenfeld residual tests of proportional hazards, time-dependent coefficients, corrected data

<table>
<thead>
<tr>
<th>Prop. Cens.</th>
<th>Z</th>
<th>Mean</th>
<th>SD</th>
<th>Freq. p &lt; .05</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.50</td>
<td>Z₁</td>
<td>0.008</td>
<td>0.030</td>
<td>963</td>
</tr>
<tr>
<td>0.25</td>
<td>Z₁</td>
<td>0.001</td>
<td>0.011</td>
<td>996</td>
</tr>
<tr>
<td>0.10</td>
<td>Z₁</td>
<td>0.000</td>
<td>0.001</td>
<td>1000</td>
</tr>
<tr>
<td>0.00</td>
<td>Z₁</td>
<td>0.000</td>
<td>0.001</td>
<td>1000</td>
</tr>
<tr>
<td>0.50</td>
<td>Z₂</td>
<td>0.021</td>
<td>0.061</td>
<td>897</td>
</tr>
<tr>
<td>0.25</td>
<td>Z₂</td>
<td>0.021</td>
<td>0.076</td>
<td>897</td>
</tr>
<tr>
<td></td>
<td>Global</td>
<td>0.004</td>
<td>0.035</td>
<td>988</td>
</tr>
<tr>
<td>0.10</td>
<td>Z₁</td>
<td>0.004</td>
<td>0.018</td>
<td>985</td>
</tr>
<tr>
<td></td>
<td>Z₂</td>
<td>0.003</td>
<td>0.015</td>
<td>989</td>
</tr>
<tr>
<td></td>
<td>Global</td>
<td>0.000</td>
<td>0.002</td>
<td>1000</td>
</tr>
<tr>
<td>0.00</td>
<td>Z₁</td>
<td>0.001</td>
<td>0.007</td>
<td>997</td>
</tr>
<tr>
<td></td>
<td>Z₂</td>
<td>0.002</td>
<td>0.010</td>
<td>986</td>
</tr>
<tr>
<td></td>
<td>Global</td>
<td>0.000</td>
<td>0.000</td>
<td>1000</td>
</tr>
</tbody>
</table>

Note: Tests performed on corrected data. “Prop. Cens.” refers to the proportion of cases censored. *p*-values associated with *Z₁* and *Z₂* are *χ*²(1) probabilities representing a test of the null hypothesis that each covariate individually does not violate the proportional hazards assumption. *p*-values associated with global tests are *χ*²(2) probabilities representing a test of the null hypothesis that the full model does not violate the proportional hazards assumption. Small *p*-values indicate evidence against the proportional hazards assumption.